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Abstract 

Response styles (RSs) such as acquiescence represent systematic respondent behaviors in 

self-report questionnaires beyond the actual item content. They distort trait estimates and 

contribute to measurement bias in questionnaire-based research. Although various approaches 

were proposed to correct for the influence of RSs, little is known about their relative 

performance. Because different correction methods formalize the latent traits differently, it is 

unclear how model choice affects the external validity of the corrected measures. Therefore, 

the present study on N = 1,000 Dutch respondents investigated the impact of correcting 

responses to measures of self-esteem and need for cognition using structural equation models 

with structured residuals, multidimensional generalized partial credit models, and 

multinomial processing trees. The study considered three RSs: extreme, midpoint and 

acquiescence RS. The results showed homogeneous correlation patterns among the modeled 

latent variables and with external variables, especially, if those were not themselves subject 

to RSs. In that case, the IRT-based models, including an uncorrected model, still yielded 

consistent results. Nevertheless, the strength of the effect sizes showed variation. 

Keywords: response styles, generalized partial credit model, processing trees, self-

esteem, need for cognition 
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The Impact of Different Methods to Correct for Response Styles on the External 

Validity of Self-Reports 

The validity and reliability of personality instruments is influenced by numerous 

factors such as their content scope or specific item wordings (Soto & John, 2019). For 

example, wording effects have been shown to lead to response styles (RSs), that is, 

systematic behavioral tendencies determining self-report responses independently of the item 

content and the intended latent trait (Baumgartner & Steenkamp, 2001; Soto & John, 2019). 

Acquiescence (ARS) is the tendency to agree with an item regardless of its content 

(Plieninger & Heck, 2018), while the extreme RS (ERS) favors choosing the most extreme 

response categories and the midpoint RS (MRS) reflects a preference for the middlemost 

category (Falk & Cai, 2016). The consequences of RSs comprise distorted means and 

variances and, consequently, biased covariance structures and inferences (cf. van 

Vaerenbergh and Thomas, 2013).  

Although the origins and effects of RSs (e.g., Baumgartner & Steenkamp, 2001) and 

how to statistically correct for them (e.g., Böckenholt & Meiser, 2017) have been 

investigated thoroughly, it may be difficult for applied researchers to choose between 

different approaches to deal with RSs. Previous comparative studies (e.g., Wetzel et al., 2016; 

Zhang, & Wang, 2020) examined only one or two RSs, but did not provide a comprehensive 

evaluation of more RSs. Therefore, this study will compare three methods correcting for 

ARS, MRS, and ERS. Since capturing the covariance structure of the content traits with third 

variables is paramount for psychological research, the focus of this study will be on the 

external validity of the estimated traits. 

Theoretical Background 

Response Styles and Response Style Correction Methods 
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RSs are prevalent in self-reported data and account for up to 29% of the variance in observed 

responses (Baumgartner & Steenkamp, 2001). RSs occur for different response formats (e.g., 

agree-disagree scales; Liu et al., 2015). Even forced-choice items that, by definition, cannot 

display RSs, show substantial correlations with RS indicators (He et al., 2014). Furthermore, 

different item characteristics can influence an item’s RS propensity (Soto & John, 2019; Van 

Vaerenberg & Thomas, 2013). For example, rating scales with more response options were 

associated with increased MRS and ARS, but comparable or even decreased ERS (e.g., 

Kieruj & Moors, 2011; Kutscher & Eid, 2020). Additionally, RSs exhibit moderate stability 

within persons over time (Liu et al., 2015; Weijters et al., 2010) and were found to be 

systematically associated with diverse respondent characteristics (Van Vaerenbergh & 

Thomas, 2013). Thus, it has been argued that RSs constitute trait-like constructs. Therefore, 

various statistical post-hoc methods were developed to control for RSs in empirical data if 

RSs cannot be eliminated during item construction (Soto & John, 2019; Van Vaerenberg & 

Thomas, 2013). 

An early approach uses manifest indicators to correct for RSs (Greenleaf, 1992). If the 

questionnaire contains items beyond the target scale, RS indicators can be calculated from 

them (Baumgartner & Steenkamp, 2001). These indicators are derived by recoding the items 

according to their RS pattern (e.g., for MRS, an item is coded as 1 if the middle category was 

used and 0 otherwise). The means of the RS indicators constitute the observed RS indices. 

They can be added as additional variables to factor analyses (He et al., 2014) or used as 

regressors for the content items in structural equation models (SEMs). This method is very 

versatile and can incorporate as many RSs as theoretically necessary. However, it does not 

estimate RS traits and, therefore, does not allow conclusions about the nomological net of 

RSs. Also, additional items must be included in the survey to calculate these indicators. 
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Methods based on item response theory (IRT), however, can simultaneously estimate 

content and RS traits based on the content questionnaires alone (Wetzel & Carstensen, 2017). 

Both multidimensional IRT (MIRT) models and item response trees (IRTrees; Plieninger, 

2021) have been used to correct for several RSs. For example, Wetzel and Carstensen (2017) 

applied a multidimensional partial credit model (PCM) to model a content trait, ERS and 

MRS. Falk and Cai (2016) extended this approach to model ERS, MRS and ARS with a 

multidimensional nominal response model (see Figure S1 in the supplement for an illustration 

of the model). The common idea underlying these IRT models for categorical responses is the 

estimation of item and participant characteristics that determine the probability of endorsing 

an item category (e.g., 3 in a rating scale from 1 to 7; Reckase, 2009). RSs are modeled as 

person characteristics next to the content trait. They are distinguished from one another by a 

scoring function similar to the RS indicators’ (Falk & Cai, 2016; see the supplement for more 

information). RSs can also be thought of as a mean shift in the threshold parameters of MIRT 

models, leading to different solution probabilities for the same trait values (Henninger & 

Meiser, 2020). 

In contrast, IRTrees regard item responses as the result of a decision process. One 

example process could be as follows: The respondents first decide for or against using the 

middle category (i.e., MRS) and then whether to endorse the item or not (i.e., ARS). If ARS 

is present, the decision for or against the extreme category follows (i.e., ERS). Otherwise, the 

respondents’ trait value leads to a decision to endorse the item or not, which is then, again, 

governed by ERS. These decision processes can be represented by tree structures 

(Böckenholt & Meiser, 2017). IRTrees model the likelihood of following a tree branch to its 

leaf (i.e., choosing a category) by modeling the probability for a decision using IRT. If 

multiple branches lead to the same category, the branch probabilities are summed up in a so-

called multinomial processing tree (MPT; Plieninger & Heck, 2018). The MPT described 
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above is depicted in Figure S2. Here ERS as a response tendency is represented by ordinal 

decision nodes (Meiser, Plieninger, & Henninger, 2019). Based on the tree diagrams, the 

models can be expressed in a series of equations that describe the probabilities of deciding on 

an item category (Figure S2B). These decision probabilities can be described by IRT models, 

assigning each decision an RS propensity for both test takers and items (Plieninger, & Heck, 

2018). In this study, we modeled ERS following ARS and ERS following the trait-based 

decision as one. Therefore, a person’s tendency to choose more extreme values is not 

dependent on their tendency to agree with an item, but is of a general nature (cf. Plieninger & 

Heck, 2018). Similarly, an item’s ERS propensity is modeled as independent of ARS. 

Comparison of Correction Methods 

IRT-based models are as versatile as manifest indicator models. Additionally, they 

offer insights into the variance-covariance structure of content and RS traits as well as the 

relation of RSs to other constructs. Moreover, IRT models lower the burden on participants 

by not requiring additional items to form RS indicators. However, these models require larger 

sample sizes. 

Although different correction methods have been compared previously, most studies 

were limited to selected RSs. For example, Zhang and Wang (2020) evaluated ERS and 

MRS, while the studies by Primi et al. (2019) and Wetzel et al. (2016) only focused on ARS 

or ERS. In these studies, MIRT methods performed at least as well as the other methods. 

Still, little is known regarding the effect of RS corrections on validity correlations. While 

Zhang and Wang (2020) suggested that RS corrections for ERS and MRS (compared to no 

correction) did not affect the correlation between a content trait and an external criterion, 

Primi et al. (2020) found that failing to properly correct for ARS severely impacted criterion 

validities. Thus, existing findings on the impact of RS corrections in self-report instruments 

on validity correlations are mixed and limited to few RSs. 
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Present Study 

The present study extends previous work on the impact of RS correction methods on 

the validity of the measured trait. In contrast to prior research, we acknowledge ERS, MRS, 

and ARS and simultaneously correct for them using three popular correction methods (i.e., 

RS indicators, MIRT, and MPTs). We compare the variance-covariance structure of content 

traits for the need for cognition scale (NFCS; Cacioppo et al., 1996) and Rosenberg’s (1965) 

self-esteem scale (RSES) with demographic variables as well as personality traits across 

different corrected and uncorrected models. The choice of external variables examined in the 

current study was guided by previous validity research for these domains which found small 

to medium correlations between age and NFCS (r = -.45 to r = .10; Cacioppo et al., 1996) or 

RSES (r = .15; Franck et al., 2008), and negligible correlations for gender (Cacioppo et al., 

1996; Pullmann & Allik, 2000; Sinclair et al., 2010). Moreover, longer education was found 

to be positively associated with both scales (e.g., Cacioppo et al., 1996; Sinclair et al., 2010). 

Construct validity with regard to the Big Five showed that the NFCS correlated most strongly 

with neuroticism and openness to experience and to a lesser degree also extraversion 

(Cacioppo et al., 1996), while the RSES showed more positive correlations with extraversion, 

openness, and conscientiousness (r = [-.12; .47]) and mixed directions for the other facets (r 

= [-.69; .69]; e.g., Franck et al., 2008; Pullmann & Allik, 2002; Schmitt & Allik, 2005). 

Finally, Cacioppo and colleagues (1996) also reported that NFCS and RSES correlated 

between r = .15 to .42 with each other. Therefore, the present study addresses two research 

questions using a Dutch population sample. First, how are the correlations between the latent 

content traits and the RS traits affected by the correction method? Second, how are the 

correlations between the latent content traits and validity criteria affected by the correction 

method? 

Methods 
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Participants 

The participants were part of the Longitudinal Internet Studies for the Social Sciences 

panel (LISS; Scherpenzeel & Das, 2010), a representative sample of Dutch individuals. We 

focused on a random subsample of N = 1,000 respondents participating in the first wave in 

2008 who provided a complete set of answers on the personality instruments. Their mean age 

was M = 45.97 years (SD = 15.73), ranging from 16 to 90 years. More than half (55%) were 

female. About 10% did not have a traditional educational degree, about 37% finished their 

school education and around 52% had completed vocational or academic training. 

Material 

Target constructs. The RSES consisted of 10 items rated on 7-point Likert scales 

from 1 (strongly disagree) to 7 (strongly agree). Because of low cell frequencies for negative 

extreme categories, we collapsed the categories 1 and 2 as well 6 and 7, resulting in 5-point 

item scores, which resulted in a less skewed response distribution (cf. Figure S9). The RSES 

scale mean was 3.35 with a standard deviation of 0.71. Cronbach’s α was .87 and 

McDonald’s ωh was .91. The NFCS consisted of 18 items rated on 7-point Likert scales from 

1 (strongly disagree) to 7 (strongly agree). The scale mean was 3.31 with a standard deviation 

of 0.91. Cronbach’s α was .88 and McDonald’s ωh was .90. 

RS indicators. Thirty items that were not part of the RSES or NFCS were randomly 

sampled from the LISS panel personality data. A subset of sufficiently unrelated (|r| ≤ .3) 

items with similar proportions of RSs was formed for each RS. Then, indices for ARS, ERS, 

and MRS were calculated for each participant (Weijters et al., 2010). A detailed account of 

how the indicators were calculated is given in the supplement. 

External variables. The participants’ age was measured in years. Gender was 

recoded to 0 (males) and 1 (females). The educational level of the participants was recoded to 

“no traditional education” (0), “finished school education” (1), and “higher education” (2). 
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The Big Five were measured with 50 items from the International Personality Item Pool 

(Goldberg, 1999) on 5-point Likert scales from 1 (very inaccurate) to 5 (very accurate). Scale 

scores were created by averaging the item scores, after recoding negatively keyed items. The 

internal consistency was α = .76 and ωh = .83 for openness, α = .77 and ωh = .81 for 

conscientiousness, α = .86 and ωh = .89 for extraversion, α = .80 and ωh = .84 for 

agreeableness, and α = .88 and ωh = .90 for emotional stability.  

Statistical Analyses 

First, the RSES and NFCS were scaled with generalized PCMs (GPCM; Muraki, 

1992) as a baseline. Then we corrected for ARS, ERS, and MRS using SEMs regressing the 

items on RS indices (Greenleaf, 1992), multidimensional GPCMs (MGPCM; Reckase, 2009), 

and MPTs (Plieninger & Heck, 2018). For the 5-category RSES, the model shown in Figure 

S2 simplifies to Plieninger and Heck’s (2018) model which was further restricted by equality 

constraints for the item parameters of ERS conditional on ARS and ERS conditional on the 

target trait to ensure model convergence in the RSES data. The restricted model could 

recover the response distribution adequately. The SEM’s metric was set by fixing the latent 

variable’s variance to 1. The MPT was identified by constraining the latent variable means to 

0; in the (M)GPCM, the latent variable variances were additionally set to 1. Furthermore, all 

analyses but the MPT which used the original data were conducted using recoded data with 

appropriate scoring for the RS traits in case of the MGPCM. Next, latent trait scores were 

calculated for each participant as a set of 20 plausible values to approximate latent 

correlations between the target constructs and the external criterion variables. The research 

questions were addressed by computing correlation (for age, gender, the Big Five, RSES, and 

NFCS) and regression coefficients (for education, which was dummy coded with “no 

traditional education” as the reference category). Pairwise comparisons of the correlation and 

regression coefficients were carried out with Bonferroni corrected type I error rates to ensure 
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a confidence level of 95%. A formal description of the models, MPT prior distributions, 

model fit diagnostics, and pairwise comparisons are given in the supplement. 

Results 

Reliability of Latent Traits 

The modeling choice had a pronounced impact on the reliabilities of the latent traits, 

more so for the RSES than the NFCS (see Table 1). For the RSES, the content trait exhibited 

good reliabilities around .80 in the GPCM and SEM, while they were smaller for the MPT 

and MGPCM. The RSs generally exhibited better reliabilities for the MPT, while they fell as 

low as .30 for the MGPCM. The reliabilities of the NFCS were generally higher, but the RS 

traits under both MGPCM and MPT also exhibited sometimes weak reliability as low as .56. 

Detailed information on how the reliabilities were calculated is given in the online 

supplement. 

Correlations between Content and RS Traits 

These correlations are only available for the IRT models that model latent RS traits 

(Table 2). For the NFCS under the MGPCM, the content trait was significantly correlated 

with MRS (r = -.107, CI = [-.168, -.045]) and ARS (r = .080, CI = [.018, .141]), and showed 

small positive correlations with ERS (r = .050, CI = [-.012, .112]). Under the MPT, the NFCS 

showed a significant negative correlation with MRS (r = -.268, CI = [-.324, -.209]) and ARS 

(r = -.130, CI = [-.190, -.069]), and was positively correlated with ERS (r = .284, CI = 

[.226, .340]). Thus, the two approaches yielded substantially different trait correlations.  

The correlations between self-esteem and RSs under the MGPCM were all 

significantly different from zero and small (ARS: r = .155, CI = [.093, .214]; ERS: r = .176, 

CI = [.115, .235]; MRS: r = -.102, CI = [-.163, -.041]). Similarly, the MPT showed 

significant correlations between self-esteem and RS traits, although they were all negative 

(MRS: r = -.758, CI = [-.784, -.731]; ERS: r = -.696, CI = [-.727, -.663]; ARS: r = -.582, CI = 



CORRECTION FOR RESPONSE STYLES AND VALIDITY 11 

[-.621, -.540]). Again, the respective correlations differed substantially between the two 

approaches and, partly, yielded effects in different directions. Thus, the modeling choice had 

a substantial impact on the correlation between the content and RS traits. This may be a result 

of the low reliabilities of the RS traits, especially for the RSES (cf. Table 1) and the fact that 

the MGPCM had latent variances fixed to 1 for model identification whereas they were 

estimated freely in the MPT and differed markedly from 1 (Var = 6.67 for RSES, and Var = 

2.74 for NFCS; see Table 1). 

Correlations with Validity Variables 

The correlations between NFCS and RSES ranged from r = .126 to r = .180, which 

was in the lower range of findings in the literature. All confidence intervals around the 

pairwise differences included zero (Table 3). The correlations with gender were small (r = 

-.196 and r = -.134, NFCS; r = -.084 and r = -.045, RSES), which was consistent with 

findings in the literature. The correlation coefficients of the NFCS differed significantly 

between MPT and SEM, no differences were significant for the RSES (Table 3). Similarly, 

the correlation coefficients with age did not differ significantly (NFCS: r = [-.018; .019]; 

RSES: r = [.108; .154]; Table 3), which both reflected previous findings. While the 

regression coefficients for education varied between the models for both NFCS and RSES 

(Table 4), the differences were not significant for both educational levels. The effect sizes 

were also in line with previous findings. 

The correlations with the Big Five were noticeably different between the models, but 

fell in the general range of previous findings. Table S6 in the online supplement contains the 

correlation coefficients. Across all facets and for both RSES (except conscientiousness) and 

NFCS, the correlations under the SEM were significantly different from the correlations 

under the other models. Additionally, the correlations with emotional stability and openness 

differed significantly between GPCM, MGPCM and MPT (Table S6). 
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Discussion 

Psychological research is dominated by self-report measurements. However, item 

responses in these instruments can be distorted by different RSs reflecting systematic 

behavioral tendencies beside the target trait (e.g., Baumgartner & Steenkamp, 2001). 

Although different statistical approaches have been developed to correct for RSs (e.g., Falk & 

Cai, 2016; Plieninger & Heck, 2018), these operationalize the latent trait differently. 

Therefore, content traits corrected for RSs might represent different constructs depending on 

the correction method. The present study evaluated the effect of different correction methods 

on the external validity of the content traits. We evaluated how RSES and NFCS correlated 

with each other, the measured RSs and with external criterion variables using three popular 

methods of correcting for RSs. We found that, following from similar correlational structures 

throughout the study, the four investigated models estimate similar, but different personality 

traits. While the content traits seem adequately comparable, the RS traits differ in their 

relationship to the target construct. The correlations were generally smaller under the 

MGPCM than the MPT. Additionally, they sometimes even differed in the direction of the 

correlations. Thus, depending on the chosen correction method, researchers might reach 

different conclusions regarding the nomological net of RSs. This might stem from several 

factors. First, the variances were fixed to 1 in the MGPCMs, but varied freely in the MPTs. 

Second, the MPTs were based on one parameter IRT models and estimated RS propensity 

parameters for the items, whereas the MGPCM included a discrimination parameter per latent 

trait and item, but no RS propensity parameter.  

The correlations of the content traits with criterion variables reproduced basic effects 

from the literature. For example, NFCS and RSES were positively correlated with each other 

and education, but insubstantially with age or gender (Cacioppo et al., 1996; Sinclair et al., 

2010). The differences between corrected and even uncorrected scores were small and 
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indicated comparable validities if the external variables were not subject to response styles. 

Accordingly, the correlations with the Big Five, which were not corrected for RSs, varied 

substantially, especially between SEM and IRT methods. Although the IRT models seemed 

more robust towards distorted responses, all variables in an analysis that could be subject to 

RSs should be corrected to ensure unbiased results.  

Moreover, there were differences in the effect sizes although all methods recovered 

the same correlational patterns if RSs were treated properly. The true effect sizes might, 

therefore, not be found with one single model, but a model averaging framework such as 

Bayesian model averaging (Hoeting et al., 1999) or a maximum likelihood version thereof 

(Lu et al., 2015).  

Limitations 

The RSES response data was severely skewed towards higher values of self-esteem, 

which led us to combine the extreme categories of the scale, effectively creating a 5-point 

scale. The MPT’s sensitivity to the skewness manifested in the extreme variance estimates. 

The same can be concluded from the reliability estimates that were quite low for the RSES 

when treated with the complex MPT and MGPCM, more so than for the NFCS. Thus, only 

the 18-item NFCS seemed to have contained enough information to distinguish the different 

person traits, which might be disputed for the RSES. 

Moreover, because this study used empirical data, the true effects were unknown and, 

therefore, the bias in correction methods could not be assessed. We used two personality 

scales in an attempt to generalize our findings. The investigated models showed similar 

behavior across both scales. This was similar to other studies examining the effect of RS 

correction methods. Therefore, we are confident in the robustness of the presented findings. 

Conclusions 
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This study investigated the impact of different approaches to correct for RSs. The IRT 

based methods yielded comparable results even for criterion variables subject to RSs, while 

the effect sizes of the SEM differed significantly in this case. All variables should, thus, be 

treated for RSs. Furthermore, it may be advisable to first investigate the presence of RSs in 

personality inventories with a MIRT model befitting the items at hand (e.g., the MPT would 

be better suited for item formulations that are theoretically prone to RSs than the MGPCM 

without specific RS elicitation parameters) and then, if RSs are not relevant, use a simpler 

model like the GPCM. Furthermore, the differences in the effect sizes might warrant an 

ensemble approach instead of a single correction method. 
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Table 1 

Reliability and Variance Estimates of the Latent Traits 

 Reliability  Variance 

Model Trait MRS ARS ERS  Trait MRS ARS ERS 

RSES          

GPCM 0.792     0.967    

SEM 0.843     0.997    

MPT 0.598 0.739 0.613 0.797  6.666 1.021 1.787 1.526 

MGPCM 0.669 0.303 0.347 0.686  1.013 1.046 1.004 1.050 

NFCS          

GPCM 0.905     0.989    

SEM 0.865     1.001    

MPT 0.787 0.770 0.558  0.569  2.736  0.444 0.595  0.105 

MGPCM 0.861 0.668 0.617 0.724  1.028 0.975 0.970 1.022 

Notes. NFCS = Need for Cognition scale, RSES = Rosenberg Self-Esteem Scale, (M)GPCM 

= (multidimensional) generalized partial credit model (variances set to 1 in the models), MPT 

= multinomial processing tree, SEM = structural equation model with structured residuals, 

ERS = extreme response style, ARS = acquiescence response style, MRS = midpoint 

response style 
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Table 2 

Correlation Coefficients of Latent Content and Response Style Traits 

MGPCM  MPT 

Traits r l-CI u-CI  Traits r l-CI u-CI 

RSES     RSES    

RSES, MRS -0.102 -0.163 -0.041  RSES, MRS -0.758 -0.784 -0.731 

RSES, ERS 0.176 0.115 0.235  RSES, ERS -0.696 -0.727 -0.663 

RSES, ARS 0.155 0.093 0.214  RSES, ARS -0.582 -0.621 -0.540 

MRS, ERS -0.071 -0.133 -0.009  MRS, ERS 0.853 0.836 0.869 

MRS, ARS -0.009 -0.071 0.053  MRS, ARS 0.619 0.579 0.656 

ARS, ERS 0.116 0.054 0.176  ARS, ERS 0.673 0.638 0.706 

NFCS     NFCS    

NFCS, MRS -0.107 -0.168 -0.045  NFCS, MRS -0.268 -0.324 -0.209 

NFCS, ERS 0.050 -0.012 0.112  NFCS, ERS 0.284 0.226 0.340 

NFCS, ARS 0.080 0.018 0.141  NFCS, ARS -0.130 -0.190 -0.069 

MRS, ERS 0.003 -0.059 0.064  MRS, ERS -0.302 -0.357 -0.245 

MRS, ARS 0.089 0.027 0.150  MRS, ARS 0.073 0.011 0.134 

ARS, ERS 0.145 0.084 0.205  ARS, ERS 0.393 0.340 0.444 

Note. NFCS = Need for Cognition scale, RSES = Rosenberg Self-Esteem Scale, MGPCM = 

multidimensional generalized partial credit model, MPT = multinomial processing tree, r = 

correlation coefficient, l-CI/u-CI = boundaries of confidence interval created at alpha level 

0.05, MRS = midpoint response style, ERS = extreme response style, ARS = acquiescence 

response style 
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Table 3 

Correlation Coefficients of Target Traits and Validity Variables Compared Across Models  

Model 1 Model 2 r1 r2 diff N l-CI u-CI 

NFCS and RSES 

MGPCM GPCM 0.126 .180 -0.054 1000 -0.113 0.005 

MGPCM MPT 0.126 .131 -0.005 1000 -0.071 0.061 

MGPCM SEM 0.126 .173 -0.046 1000 -0.106 0.013 

GPCM MPT 0.180 .131 0.049 1000 -0.013 0.111 

GPCM SEM 0.180 .173 0.008 1000 -0.046 0.062 

MPT SEM 0.131 .173 -0.041 1000 -0.104 0.022 

Gender 

NFCS        

MGPCM GPCM -0.168 -0.176 0.008 990 -0.028 0.044 

MGPCM MPT -0.168 -0.134 -0.034 990 -0.077 0.009 

MGPCM SEM -0.168 -0.196 0.028 990 -0.013 0.068 

GPCM MPT -0.176 -0.134 -0.041 990 -0.085 0.003 

GPCM SEM -0.176 -0.196 0.020 990 -0.015 0.055 

MPT SEM -0.134 -0.196 0.061 990 0.015 0.108 

RSES        

MGPCM GPCM -0.081 -0.063 -0.018 990 -0.071 0.035 

MGPCM MPT -0.081 -0.045 -0.036 990 -0.094 0.023 

MGPCM SEM -0.081 -0.084 0.004 990 -0.049 0.056 

GPCM MPT -0.063 -0.045 -0.017 990 -0.070 0.035 

GPCM SEM -0.063 -0.084 0.022 990 -0.028 0.071 

MPT SEM -0.045 -0.084 0.039 990 -0.015 0.093 

Age 

NFCS        

MGPCM GPCM -0.012 0.008 -0.020 990 -0.056 0.017 

MGPCM MPT -0.012 -0.018 0.007 990 -0.037 0.050 

MGPCM SEM -0.012 0.019 -0.031 990 -0.071 0.010 

GPCM MPT 0.008 -0.018 0.027 990 -0.018 0.071 

GPCM SEM 0.008 0.019 -0.011 990 -0.046 0.025 

MPT SEM -0.018 0.019 -0.037 990 -0.084 0.010 

RSES        

MGPCM GPCM 0.117 0.108 0.009 990 -0.043 0.061 

MGPCM MPT 0.117 0.116 0.001 990 -0.057 0.059 

MGPCM SEM 0.117 0.154 -0.037 990 -0.089 0.016 

GPCM MPT 0.108 0.116 -0.008 990 -0.060 0.044 

GPCM SEM 0.108 0.154 -0.046 990 -0.095 0.004 

MPT SEM 0.116 0.154 -0.038 990 -0.091 0.016 

Notes. NFCS = Need for Cognition scale, RSES = Rosenberg Self-Esteem Scale, (M)GPCM 

= (multidimensional) generalized partial credit model, MPT = multinomial processing tree, 

SEM = structural equation model with structured residuals, r1/2 = correlation coefficient for 

the model1/2, diff = r1-r2, l-CI/u-CI = boundaries of confidence interval around diff at alpha 

level 0.05/6 (Zou, 2007) 
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Table 4 

Regression Coefficients of the Latent Traits and Education  

Model 1 Model 2 b1 b2 diff SE1 SE2 df z p 

NFCS          

Level 2          

MGPCM GPCM 0.149 0.171 -0.021 0.112 0.109 987 -0.138 0.762 

MGPCM MPT 0.149 0.127 0.023 0.112 0.182 987 0.108 0.692 

MGPCM SEM 0.149 0.213 -0.064 0.112 0.110 987 -0.406 0.683 

GPCM MPT 0.127 0.171 -0.044 0.182 0.109 987 -0.210 0.732 

GPCM SEM 0.171 0.213 -0.042 0.109 0.110 987 -0.273 0.763 

MPT SEM 0.127 0.213 -0.086 0.182 0.110 987 -0.407 0.673 

Level 3          

MGPCM GPCM 0.526 0.557 -0.030 0.108 0.105 987 -0.199 0.699 

MGPCM MPT 0.526 0.729 -0.203 0.108 0.177 987 -0.973 0.365 

MGPCM SEM 0.526 0.519 0.007 0.108 0.107 987 0.047 0.803 

GPCM MPT 0.729 0.557 0.173 0.177 0.105 987 0.831 0.417 

GPCM SEM 0.557 0.519 0.037 0.105 0.107 987 0.247 0.696 

MPT SEM 0.729 0.519 0.210 0.177 0.107 987 1.009 0.352 

RSES          

Level 2          

MGPCM GPCM 0.088 0.104 -0.016 0.113 0.111 987 -0.102 0.718 

MGPCM MPT 0.088 0.120 -0.032 0.113 0.290 987 -0.101 0.533 

MGPCM SEM 0.088 0.097 -0.009 0.113 0.113 987 -0.058 0.773 

GPCM MPT 0.120 0.104 0.015 0.290 0.111 987 0.047 0.554 

GPCM SEM 0.104 0.097 0.007 0.111 0.113 987 0.045 0.727 

MPT SEM 0.120 0.097 0.023 0.290 0.113 987 0.072 0.571 

Level 3          

MGPCM GPCM 0.157 0.210 -0.053 0.110 0.107 987 -0.345 0.693 

MGPCM MPT 0.157 0.414 -0.257 0.110 0.281 987 -0.843 0.442 

MGPCM SEM 0.157 0.116 0.040 0.110 0.109 987 0.259 0.643 

GPCM MPT 0.414 0.210 0.204 0.281 0.107 987 0.668 0.484 

GPCM SEM 0.210 0.116 0.093 0.107 0.109 987 0.609 0.561 

MPT SEM 0.414 0.116 0.297 0.281 0.109 987 0.978 0.395 

Note. Reference category = “no traditional education”, Level 2 = “finished school education”, 

Level 3 = “higher education”, NFCS = Need for Cognition scale, RSES = Rosenberg Self-

Esteem Scale, (M)GPCM = (multidimensional) generalized partial credit model, MPT = 

multinomial processing tree, SEM = structural equation model with structured residuals, b1/2 

= regression coefficient of model1/2, diff = b1-b2, SE = standard error of b1/2, df = degrees of 

freedom, z = z transformed difference, p = p-value  
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Open Science 

We report how we determined our sample size, all data exclusions (if any), all data 

inclusion/exclusion criteria, whether inclusion/exclusion criteria were established prior to 

data analysis, all measures in the study, and all analyses including all tested models. If we use 

inferential tests, we report exact p values, effect sizes, and 95% confidence or credible 

intervals.  

Open Data: We confirm that there is sufficient information for an independent 

researcher to reproduce all of the reported results, including codebook if relevant. The data 

analyzed in this study and the corresponding information is available at 

https://www.lissdata.nl/.  

Open Materials: We confirm that there is sufficient information for an independent 

researcher to reproduce all of the reported methodology. The analyses were conducted using 

R (Version 4.0.5; R Core Team, 2021) and the R packages rstan (Stan Development Team, 

2021), psych (Version 2.0.9; Revelle, 2020), lavaan (Version 0.6-8; Rosseel, 2012), cocor 

(Version 1.1-3; Diedenhofen, & Musch, 2015), mirt (1.34; Chalmers, 2012) and TAM (3.7-

16; Robitzsch, Kiefer & Wu, 2021). We provide the computer code used to generate the 

reported results at https://osf.io/jmkqg/. 

Preregistration of Studies and Analysis Plans: This study was not preregistered. 

The online supplement is also available at https://osf.io/jmkqg/. 
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